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Abstract. As a research method, ANFIS configurations 4-5-12-81-81-1 were used, where 4 is
the number of input neurons, 5 — total number of layers, 12 — the number of neurons of the first
hidden layer; 81 — the number of neurons of the second hidden layer; 81 — the number of neurons of
the third hidden layer; 1 — the number of resultant neurons created using the Fuzzy Logic Toolbox
of the MatLAB system, the resulting characteristic is the degree of confidence that the DoS attack
occurred at the following terms: low; medium, high. Using the open database of NSL-KDD network
traffic parameters, a study of the number of terms of input neurons on the created ANFISI (three
terms each) and ANFIS2 (two terms each) was carried out with the Gaussian function of neuronal
membership on samples of different lengths (100, 200 and 300 examples) using different methods of
training optimization (Backpropa and Hybrid). It was determined that the smallest values of errors
of the first and second kind were three terms for input neurons on the generated ANFISI under the
Hybrid method.

Keywords: DoS attack, degree of confidence, NSL-KDD, terms, Gaussian function, error of
the first kind, error of the second kind.

Anomauia. Y sxocmi memooy oocnioxncenns suxopucmana ANFIS kongicypayii 4-5-12-81-
81-1, 0e 4 — KinbKicmob 8XIOHUX HEUPOHIB, 5 — 3a2anbHa KintbKicme wapis;, 12 — KinbKicmb HelpoHie
nepuio2o npuxosano2o wapy, 81 — Kinvkicme HelipoHie 0py2020 npuxosano2o wapy, 81 — Kinbkicmo
HEUPOHI6 mpemvb0o20 NpUxXoeano2o wapy,; I — KinbKicme pe3yibmyouux HetpoHie, wo cmeopena 3a
oonomozorw naxema Fuzzy Logic Toolbox cucmemu MatLAB; 3a pe3ynbmyouy Xxapakmepucmuky
833mMo cmyneHv 6neenenocmi, wo DoS amaxa 6i0Oynaca 3a HACMYNHUMU MEPMAMU: HUSLKULL,
cepeoHill; ucokull. 3 GUKOPUCIMAHHAM BIOKPUMOI 0A3U OAHUX NAPAMEmpIs mepedceso20 mpagixy
NSL-KDD nposedeno 00cniodiceHHs KitbKOCmi mepmié 6XiOHux Helpownieé Ha cmeopenux ANFISI
(no mpu mepmu) ma ANFIS2 (no 0ea mepmu) npu I aycoscokoi ¢hynxyii npunanes’crnocmi Heuponie
Ha eubipkax piznoi dosocunu (100, 200 ma 300 npuxnadis) 3a pisHUMU MemMOOAMU ONMUMI3AYIT
nasuanns (Backpropa and Hybrid). Buznaueno, wo HatiMeHwii 3HAYEeHHS NOMUNOK Nepuio2o ma
0py2020 pooy OMPUMAHI NPU BUKOPUCMAHHI MPbOX MepMig O/ 6XIOHUX HEeUPOHI8 HA CMEOpeHill
ANFISI npu ciopuonomy memooi onmumizayii Ha84AaHHs.

Knrwuoei cnosea: DoS amaxa, cmynenmv enesnenocmi, NSL-KDD, mepmu, ['aycoecvka
DyHKYin, nomuika nepuioco pooy, NOMUIKA OPy2o2o pooy.
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Introduction

Formulation of the problem. Every year, the number of network attacks,
including DoS attacks, increases, which in turn requires the organization of research
using neural network technologies.

Analysis of the latest research. A review of scientific sources [1-5] showed that
the following neural networks can be used to detect DoS attacks: Multi Layer
Perceptron (MLP); Kohonen network Self-Organizing Map (SOM); Radial Basis
Function network (RBF); Adaptive Network Based Fuzzy Inference System
(ANFIS). In [4], a study was conducted on the possibility of using the ANFIS of
configuration 4-5-8-16-16-1 (where 4 is the number of input neurons; 5 — total
number of layers; 8 — the number of neurons of the first hidden layer; 16 — the
number of neurons of the second hidden layer; 16 — the number of neurons of the
third hidden layer; 1 — the number of resultant neurons) to determine the degree of
confidence in the implementation of a DoS attack. However, it is also necessary to
study the use of other network traffic parameters, as well as the configuration on the
ANFIS.

The purpose of the article is study of the configuration of the ANFIS to
determine the degree of confidence in the implementation of a DoS attack. In
accordance with the purpose, the following tasks are set: creation of ANFIS; study of
the number of terms of input neurons; determination of errors of the first and second
kind on the created ANFIS various configurations.

1. Statement of the problem and mathematical apparatus

The category of DoS (Denial of Service) attacks includes a wide range of
methods that are aimed at ensuring that the resource is unavailable to legitimate
users. These attacks are used to overload the network or servers, resulting in reduced
functionality and availability. The following network attack classes fall into the DoS
category: Back; Land; Neptune; Pod; Smurf; Teardrop.

As a mathematical apparatus, the ANFIS system, combining the methods of a
neural network and the Takagi-Sugeno fuzzy inference logic system. ANFIS of

configuration 4-5-12-81-81-1, where 4 is the number of input neurons; 5 — total
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number of layers; 12 — the number of neurons of the first hidden layer; 81 — the
number of neurons of the second hidden layer; 81 — the number of neurons of the
third hidden layer; 1 — the number of resultant neurons is shown in Figure 1.

The input neurons of the first layer are the following parameters: X1 (count) —
the number of connections per host in the current session in the last two seconds; X2
(serror _rate) — percentage of connections with a host with SYN errors; X3
(diff srv rate) — percentage of connections to different services; X4
(dst_host diff srv _rate) — percentage of connections to different services by
dst host srv_count.

The second layer (inputmf) has 4*3=12 neurons; three terms (MIN — minimum,

AVR — average, MAX — maximum values) to each of the neurons.
rule gutputmf
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Figure 1 — ANFISI1 configuration 4-5-12-81-81-1

The third layer (rule) has 3* =381 rules, as an example:
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if X1=MIN1 I X2=MIN2 I X3=MIN3 I X4=MIN4, then there is a low degree of

confidence in the implementation of a DoS attack;

if X1=AVRI I X2=MIN2 I X3=MIN3 I X4=MIN4, then there is a low degree of
confidence in the implementation of a DoS attack;

if X1=AVRI1 I X2=AVR2 [ X3=AVR3 I X4=AVR4, then the medium degree of
confidence of carrying out a DoS attack;

if X1=AVRI1 I X2=AVR2 I X3=AVR3 I X4= MAX4, then the medium degree of
confidence of carrying out a DoS attack;

if X1=AVRI1 I X2=MAX2 1 X3=MAX3 I X4=MAX4, then a high degree of
confidence in carrying out a DoS attack; ... ;

if X1=MAXI1 1 X2=MAX2 I X3=MAX3 I X4=MAX4, then a high degree of

confidence in carrying out a DoS attack.

The fourth layer (outputmf) is function of belonging to each rule, i.e. their 3%,
The fifth layer (output) is represented by the resulting neuron Y — the degree of
confidence that the attack has taken place. This neuron has three terms: low; medium;
high, used to express a level of confidence.
2. Sample preparation
To create samples, an open database NSL-KDD (Network Security Lab-KDD
Cup) [3] was used, which contains data on network traffic during its normal
activities, as well as during an attack. The training sample consisted of 100 examples:
for each network attack class (Back, Land, Neptune, Pod, Smurf, Teardrop), as well
as for the normal state (no network attack, Normal).
3. Creation, training and testing the ANFIS1
With the help of the Fuzzy Logic Toolbox package, MatLAB created ANFISI
configuration 4-5-12-81-81-1, which is shown in Figure 2.
The results of ANFIS1 training and testing are presented in Figure 3. As can be
seen from the figure, the error of ANFIS1 was 0.36 during training and 0.40 during
testing (with the Gaussian function of neuronal belonging; according to the Hybrid

method of learning optimization).
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Figure 2 — Created by ANFIS1 in the MatLAB system
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Figure 3 — ANFIS1: Training & Testing

4. Study of the number of terms of input neurons

In addition, during the training and testing of ANFIS1 configuration 4-5-12-81-

81-1 and ANFIS2 configuration 4-5-8-16-16-1, studies of its error were carried out

on samples of different lengths (100, 200 and 300 examples) using various methods

of learning optimization: Backpropa (method of Backpropagation of an error based

on the ideas of the fastest descent method); Hybrid (that combines the
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Backpropagation method of error with the method of least squares). The smallest
ANFISI1 error values are achieved when using Hybrid (Table 1), and the sample
length should be at least 100 examples.

Table 1 — Error values for ANFIS1 and ANFIS1 (by the Hybrid method)

Number ANFISI1 ANFIS2
of 4-5-12-81-81-1 4-5-8-16-16-1
examples | Training | Testing | Training | Testing
100 0.36 0.40 0.45 0.56
200 0.39 0.43 0.47 0.57
300 0.41 0.41 0.48 0.56
Authoring

At the end, the studies were carried out simultaneously on the created ANFISI
and ANFIS2 (with the Gaussian function of neuronal belonging; according to the

Hybrid method of learning optimization; a sample of 300 examples); the results

obtained are summarized in Table 2 (snippet shown).

Table 2 — The results obtained on the created ANFIS1 and ANFIS2

Network | [X1 X2 X3 X4] Result Degree of Confidence
Class ANFIS1 | ANFIS2 | ANFIS1 ANFIS2
Back [27 0 0.20 0] 0.22 0.56 Low Medium
Back [79 00 0.03] 0.42 0.57 Medium Medium
Land [61100] 0.41 0.59 Medium Medium
Land [2151 0.20 0] 0.31 0.48 Low Medium

Neptune | [3800.60 0.27] 0.02 0.51 Low Medium

Neptune [140 0 0.15 0] 0.35 0.57 Medium Medium
Smurf [135100] 0.51 0.62 Medium Medium
Smurf | [5310.400.72] 0.09 0.43 Low Medium

Pod [223 0 0 0] 0.41 0.66 Medium Medium
Pod [21 0 0.44 0] 0.04 0.56 Low Medium

Teardrop [38100.92] 0.75 0.84 High High

Teardrop [24 1 00.03] 0.33 0.59 Low Medium

Auti;;;ing
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The quality parameters of determining the degree of DoS attacks on the created
ANFISI (three terms for input neurons) and ANFIS2 (two terms for input neurons)
were evaluated. On ANFIS1 and ANFIS2, first-kind errors were approximately 17 %
and 25 %, respectively, and second- kind errors were approximately 21 % and 22 %,
respectively.

Conclusions

To determine the degree of confidence of a DoS attack using the NSL-KDD
database, it was created using the Fuzzy Logic Toolbox of the MatLAB system
ANFISI1 configuration 4-5-12-81-81-1, the Gaussian function was taken as a function
of neuronal affiliation. On the basis of the created ANFISI (three terms for input
neurons) and ANFIS2 (two terms for input neurons), an error study was carried out
on samples of different lengths (100, 200 and 300 examples) using different
optimization methods: Backpropa and Hybrid. The smallest values of errors of the

first and second kind are achieved at ANFIS1 (with three terms for input neurons).
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